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Abstract

Acoustic echo control is of vital interest for hands-free
operation of telecommunications equipment. An important
property of an acoustic echo controller is its capability to
handle double-talk and be able to operate in real-time. In
this paper, we propose a novel hardware architecture to
support a robust adaptive algorithm in combination with a
two-path model to tackle the double-talk situation. In or-
der to achieve computational efficiency, the echo-canceller
is implemented in the frequency domain and is improved
by bitwidth optimisation. We show that the echo canceller
is successful in handling double-talk and the sub-band im-
plementation has improved convergence significantly. An
implementation with 6 instances on a Xilinx XC4VSX55
FPGA at 165MHz can run 72 times faster than software
on a 3.2GHz Pentium-4 PC.

1. Introduction

Echo arises at various points in a voice communication
network, such as hands-free telephony or VoIP. Without
proper control, it can cause significant degradation in con-
versation quality. Adaptive filters are employed to iden-
tify the echo path and cancel the echo [1]. In a normal
office room environment the reverberation time will be sev-
eral 100 ms, which corresponds to several hundred samples
with discrete-time impulse response at a 8 kHz sampling
rate. The large number of samples contribute to the com-
plexity of an effective acoustic echo canceller.

Another problem is the presence of a strong near-end
signal, which is referred to the case of double-talk. Under
this situation, the adaptation of the filter coefficients be-
comes questionable. The adaptive algorithm mistakes the
near-end signal as an echo and adjusts the filter coefficients
in an inappropriate manner. This will cause the algorithm
to diverge and make the echo cancellation fails.

A general way to handle double-talk is to stop the adap-
tation whenever a strong near-end signal is detected. One
approach is to use a double-talk detection scheme [2] to-
gether with the robust NLMS algorithm. Another approach
is a two-path model that uses a foreground and a back-
ground filter [3]. This model employs a continuously adap-
tive background filter to identify the echo path while the
foreground filter is a fixed filter copied from the back-
ground filter constantly. There are certain disadvantages
of using these two approaches. For the first approach, it re-
quires to adapt two filters at the same time during double-
talk, which increases the complexity significantly. For the
second approach, the continuous adaptation of the back-
ground filter allows it to diverge from the true echo path
during double-talk. As a result, the fixed foreground filter
may not reflect the correct echo path for a certain duration
of time. This is particularly serious when double-talk is
followed immediately by echo path variations, where the
two-path model fails to track any variation until the back-
ground filter is re-converged.

When designing an FPGA structure for an echo can-
celler [4, 5], the problems with double-talk are often ig-
nored. Also, time domain is often used for simplicity of
the design. This restricts the performance of the echo can-
celler significantly, both functionally and computationally.

In this paper, a robust adaptation technique is proposed
to derive a switching scheme to transfer between two echo
paths. This extends the two-path model and has the advan-
tage that only one adaptive filter is required at each time
frame. The problem of double-talk is tackled by switching
between paths instead of using two adaptive filters or one
fixed filter. In achieving computational efficiency, first of
all, a frequency domain implementation (or sub-band pro-
cessing) using a delay-less structure is employed to speed
up the convergence of the echo canceller. Then, the com-
plete architecture is realised in hardware to aim for real-
time operation of the final robust echo canceller. To sum-
marise, the key contributions of this paper include:



1. The first hardware architecture for a novel robust two-
path sub-band echo canceller. The proposed design
can handle double-talk which results in much higher
sound quality, and the frequency domain implementa-
tion has improved the mis-alignment of the echo path
which will give much better echo noise reduction.

2. Optimisation based on bitwidth analysis to explore
suitable bitwidth of the system. The optimised inte-
ger and fraction size using fixed point arithmetic can
reduce the overall circuit size by up to 80% when com-
pared with a direct realisation of the software onto an
FPGA platform.

3. Several FPGA implementations to support the most
time-consuming calculations in hardware. The accel-
eration is evaluated and compared with a software ver-
sion running on a 3.2GHz Pentium-4 machine, show-
ing that the FPGA-based implementation at 165MHz
with 6 instances can achieve speedup of 72 times.

2. Background

Consider transmitting signals over hands-free telephony
systems. Let x(n) be the input calibration signal to the sys-
tem and y(n) be the return signal. Without echo cancella-
tion, the return signal can be written as

y(n) =
∞

∑
k=0

h(k)x(n− k)+ v(n), (1)

where v(n) is the background noise plus the possible speech
of the near-end speaker. The echo cancellation is achieved
by finding an estimate of the echo and subtracting it from
the return signal. Let ŷ(n) be the estimate of the echo, it
can be written as

ŷ(n) =
N−1

∑
k=0

ĥ(k)x(n− k), (2)

where ĥ(k) is the estimate of the impulse response of the
echo path with a filter length N. The error of the signal is
therefore

e(n) = y(n)− ŷ(n). (3)

The least-squares method is frequently used to measure
the error and a fast convergent NLMS algorithm can be de-
rived. However, it is well-known that large errors in even
one data point will seriously degrade the least-squares es-
timation. This is the case for double-talk where the error
function is perturbed badly. In view of this, more resistant
methods are often necessary, and for example the use of
the least absolute distance criterion or l1 norm can be ap-
propriate in this situation as it tends to give less weights to

the effect of gross errors or wild points. There are several
ways to combine these properties to give hybrid cost func-
tions. Applying within a stochastic gradient framework us-
ing NLMS, the most popular class of functions, known as
the Huber function [6] which consists of a parabola pro-
longed by two tangents, can be written as

J(e) =
{

E[e2], i f |e| ≤ ks
E[ks(2|e|− ks)], i f |e|> ks.

(4)

The first order derivative neglecting the expectation is given
by

∇hJ(e) =
{

2ex i f |e| ≤ ks
2sign(e)x i f |e|> ks. (5)

The final NLMS algorithm is given by ĥ(n) = ĥ(n−1)+

{
(µe(n)/x(n)T x(n))x(n) i f |e(n)| ≤ ks

sign(e(n))(µs/x(n)T x(n))x(n) i f |e(n)|> ks. (6)

The delayless sub-band echo canceller is illustrated in
Figure 1. The echo path is modelled in sub-bands with a
set of parallel adaptive filters. The sub-band filters are then
collectively transformed to a single full-band filter via a
weight transform. In this paper the DFT-FIR weight trans-
form method is used [7]. This full-band filter models the
acoustic channel. By separating the paths for adaptation
and echo cancellation, the analysis/synthesis system in the
signal path, and thus the signal path delay, is avoided whilst
the desired features of sub-band processing such as signal
de-correlation and computational efficiency are retained.

Figure 1: Delay-less sub-band adaptive filter structure.

The adaptive filter in the m-th sub-band, ĥm(k), is
adapted by the signals in that sub-band, xm(k) and em(k).
Depending on how em(k) is constructed, the delayless sub-
band adaptive filter can be configured in either a open-loop
and closed-loop way. In the open-loop configuration, the
error signal em(k) is generated locally in the m-th sub-band



as

em(k) = dm(k)− ĥH
m(k)xm(k)

dm(k) = d(n)⊗ f (n)|↓D

xm(k) = x(n)⊗ f (n)|↓D

xm(k) =




xm(k)
xm(k−1)

...
xm(k−Ns +1)


 (7)

where ⊗ denotes a convolution operation, ·|↓D denotes D
fold downsampling, and f (n) is the analysis filter. In the
closed-loop configuration, em(k) is obtained from the full-
band error signal e(n) as

em(k) = e(n)⊗ f (n)|↓D (8)

presenting an implementation of the ‘synthesis dependent’
solution. By utilising the full-band error signal, it is possi-
ble for a closed-loop sub-band adaptive filter to converge
to the optimal Wiener solution. Moreover, the closed-
loop configuration yields better computational efficiency
because no convolution in the sub-bands is necessary. The
closed-loop configuration will be employed in this work.

3. Robust Two-Path Adaptive Filtering

In an echo canceller employing the original two-path
adaptive filter structure, the echo is cancelled using the non-
adaptive foreground filter ĥ f (n). The resulting foreground
error signal

ef(n) = d(n)− ĥf⊗x(n) (9)

is transmitted to the far-end. The echo path is identified in
the background using an adaptive background filter ĥb(n).
The background error signal

eb(n) = d(n)− ĥb⊗x(n) (10)

is fed back for the update of the background filter coeffi-
cients. The signal powers are compared. When the back-
ground filter provides a more reliable estimate of the echo
path than the foreground filter, its coefficients are copied to
the foreground.

In this section, a novel robust two-path adaptive filtering
algorithm (RTPAF) is proposed. The proposed RTPAF is
different from the original two-path model in the following
ways:

• Instead of a binary logic, we employ a three-value
logic for filter coefficient copying (referred to two-
way filter coefficient copying in this paper). The two-
way filter coefficient copying mitigates the aforemen-
tioned problems of slow tracking and false coefficient
copying after double-talk.

• It performs adaptation directly on the foreground fil-
ter in steady state in which the foreground filter pro-
vides a good estimate of the echo path and the near-
end speaker is silent. This helps to eliminate an extra
convolution needed for running the background filter
when possible.

The block diagram in figure 2 illustrates the proposed ro-
bust two-path adaptive filter.

Figure 2: Robust two-path adaptive filter block diagram.

It should be noted that due to statistical fluctuation,
steady state detection errors are inevitable. In order to pre-
vent these detection errors causing the foreground filter to
diverge, robust statistics based adaptive filtering algorithms
are used to adapt the foreground filter as well.

Uniform DFT-modulated FIR filter banks are used to
analyse the signals and to transform the sub-band filters
to the full-band one [7]. A uniform DFT-modulated filter
bank is a set of filters Fm(z) within which each of the filters
Fm(z) is related to a single L-tap prototype filter F0(z) by a
complex modulation

Fm(z) = F0(zW m
M ) (11)

where W m
M = e− j2mπ/M. By making use of the modulation

structure, a uniform DFT-modulated FIR filter bank can be
implemented efficiently.

The DFT-FIR weight transform, implemented with this
polyphase-FFT network, requires LM point IFFT for com-
puting the vector multiplication, which is LM/2log2 M
complex multiplications, and LQ real multiplications for
convolving the result from FFT with z−nM . The total oper-
ation is about 2LM log2 M + LQ real multiplications. The
overall process can be illustrated by figure 3.

4. Hardware Architecture and Design

In the time domain, the main operation of the robust
two-path echo canceller is the error calculations given by
equations 9 and 10. The only difference between the two



Figure 3: DFT-FIR weight transform.

equations is the filter coefficients. For a filter length of 512
taps and a sample rate of 8 kHz, the processor has to per-
form at least 24 million arithmetic operations per second
because of the convolution operator. These operations are
greatly reduced by carrying out the actual filtering in the
frequency domain and transforming the results back to the
time domain. All the filter coefficients are therefore rep-
resented in frequency domain. The proposed hardware de-
sign will perform the following calculations:

1. Analyse the input and error signal to their frequency
domain representations via FFT;

2. Filter the sub-band signals by the sub-band impulse
response estimates. The multiplication itself is a com-
plex dot-vector product circuit;

3. Synthesise the impulse response estimates back to the
time domain via IFFT (inverse FFT).

Once the full-band impulse response estimate is re-
constructed, the error signal can easily be calculated by
software implementation.

X Hf Hb buf

FFT core complex dot-vector
product core

WE

selA

selB

host data

Figure 4: Hardware design for two-path adaptive filter.

A hardware design has been developed to support the
calculations. The design have two main processing cores:
the complex dot-vector product core and FFT core as
shown in figure 4. The FFT core transforms the input and
error signal from the time domain to the frequency domain
and similarly for IFFT, while the multiplication core per-
forms the filtering in the frequency domain.

To support the robust two-path adaptive filtering algo-
rithm, there are three memory elements for storing filter
coefficients (ĥT

b (n), ĥT
f (n)) and input signal x(n). A state

machine is developed which generates all the control signal
in the design, including the address counter, write-enable
and finish signal. When the full band filter length N is equal
to 1024, the number of sub-bands M is 128 and the decima-
tion factor D is 64, the depth of the memory requirement for
filter coefficients is (D+1)× N

D = 1040. In addition, there
is a dual-port block memory buf for storing temporal data
and interfacing with the host processor, while the depth of
the memory requirement for the input and the output signal
is 128. It means the hardware will manipulate 128 samples
of time domain signal for each iteration.

In contrast to traditional software development, design-
ing a system on an FPGA platform always involves an es-
timation of the length of bitwidth which affects the circuit
size, the system performance and the quality of the calcu-
lation. As the design employs a fixed point representation
and the saturation arithmetic [8] to avoid the overflow case,
a set of fixed point library is developed which allows the ex-
ploration of how the bitwidth affects the quality of the sig-
nal during echo cancellation. Bitwidth analysis can identify
a near-optimal bitwidth for the hardware which can ensure
the quality of the signal with less area consumption.

In the analysis, the input signal is purely an echo signal
which does not mix with any near-end signal. The expected
output is some residual white noise with most of the echo
noise suppressed. As a result, a smaller amplitude in the
output means a better quality of the system.

The architecture has been implemented on a FPGA
platform using VHDL. It is synthesised using Synplify
Pro 8.1, placed and routed on the Xilinx XC4VSX55-12-
FF1148 [9] and XC3S5000-5-FG1156 [10] FPGA chips
using Xilinx ISE 8.1 FPGA design package. In order to
maximise the system performance, all the processing cores
are implemented using a core generation engine provided
by the vendor tools. The core generation engine can gen-
erate high speed processing cores by describing the inter-
connection of the components and the placement of circuits
using netlist files. In addition, this approach reduces the de-
velopment time significantly and the quality of the design
can be ensured. The processing cores generated include a
24-bit 128-point FFT core, a 28-bit complex number mul-
tiplication core and different configurations of block RAM
memory.



Multiple instances of our robust two-way adaptive filter
can be packed in a single FPGA to boost the performance,
which would be useful especially when the design has mul-
tiple channels. This technique can fully utilise the resource
on the FPGA and gain massive speedup.

The performance of the FPGA implementation is com-
pared with a pure software implementation. The equivalent
software implementation is developed based on MATLAB
and compiled to native machine code.

5. Results

In the simulation, the full band filter length is set to
N = 1024, the number of sub-bands is M = 128 with a dec-
imation factor of D = 64. The performance of the sub-band
algorithm relative to the time-domain implementation is il-
lustrated in Figure 5a. Clearly, the sub-band algorithm out-
performs the full-band algorithm in terms of the tracking
efficiency and mis-alignment accuracy.

To simulate the double-talk situation, a near-end speech
is introduced from sample 80,000 to 100,000. Echo path
variation is simulated by switching the desired signal to
that from the microphone 24 cm apart from the original
one at sample 110,000. This simulates the difficult situa-
tion where double-talk is followed immediately by an echo
path variation. Simulation results have confirmed that the
algorithm performs well during double-talk, and be able
to track echo path variation quickly. This is the case even
when the near-end speech has a low energy level which
resembles the scenario of whispering in front of the micro-
phone.

Another setup has been introduced for bitwidth analy-
sis. Figure 6 illustrates the inputs and outputs of the echo-
canceller. Given an echo signal and a mixed signal as
shown in figure 6a and 6c respectively, where the near-end
speech is introduced from sample 100,000 to 160,000, the
echo-canceller produces a filtered signal with most of the
echo noise eliminated to recover the near-end speech as il-
lustrated in figure 6b. Figure 6d shows the filtered signals
given by the echo-canceller using a double precision float-
ing point arithmetic. Note that the first 20,000 samples are
the transient state where the echo-canceller starts to con-
verge. After the filter coefficients have been trained, most
of the echo noise can be filtered effectively.

In the present simulation, the amplitude of the echo
noise and the near-end speech are designed to be close
to each other. In reality, the echo noise should be much
weaker than the near-end speech and therefore the echo-
canceller can perform even better.

First we run the experiment using a fixed fraction size,
say 32-bit while varying the integer size and disable the sat-
uration arithmetic in order to determine the suitable integer
size in this system. In case of any overflow, the coeffi-

cients will change dramatically and the results will be in-
valid. The integer size finally determined as 10. In practice
it may possible to overflow occasionally even if the integer
size is 10, so saturation arithmetic has been employed in
the hardware design to minimise the impact.

Figure 7 shows the performance indicator, which is the
output signal without introducing any near-end speech in
the input. The echo-canceller was simulated using the
fixed-point library with different fraction sizes and a fixed
integer size equal to 10. It shows that the quality is rather
poor when the fraction size is equal to 10. However,
by increasing the fraction size, the error signal converges
quickly and have no significant change once the fraction
size exceeds 18. Based on this analysis, the integer size and
the fraction size is chosen to be 10 and 18, respectively, for
the FPGA implementation. The corresponding output sig-
nal after introducing near-end signal in the input is shown
in figure 6e.

Table 1 represents the implementation results of
the proposed hardware design on both high-end Xilinx
XC4VSX55-12-FF1148 and low-end Xilinx XC3S5000-5-
FG1156 FPGA chips.

FPGA chip XC4VSX55 XC3S5000
Slices used 4372 (17%) 5255(15%)
DSP48/MULT used 52 (10%) 48 (46%)
Block RAM used 24 (7%) 24 (23%)
Maximum Frequency 180.0MHz 98.8MHz

Table 1: Implementation results of the robust two-path
echo canceller, DSP48 is the coarse-grained DSP embed-
ded block in Virtex-4 Series FPGA for multiplication while
MULT is a block multiplier in Spartan-3 Series FPGA.

An estimation has been made to evaluate the perfor-
mance of the FPGA-based echo-canceller. Assuming one
block of data contains 128 samples under a 8kHz sampling
rate, the number of clock cycle required for processing
the block of data in the frequency domain is measured as
1841. Therefore, given that the period of one clock cycle
is 1/(180MHz) = 5.55ns, the FPGA-based echo-canceller
can perform one step of echo cancelling in 10.23µs, or
equivalently 12.5M samples per second. For the low-end
FPGA-based echo-canceller using SPARTAN-3 device, it
can process 6.87M samples per second.

An equivalent software version is developed in MAT-
LAB and compiled to native machine code using the MAT-
LAB supplied compiler (mcc). It should be noted that the
performance of the algorithm compiled using MATLAB li-
brary is not worse than an equivalent software implemen-
tation using native C compilation. It is because MATLAB
library has made a lot of optimisation in both matrix and
FFT computations, which is used intensively in the echo-
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Figure 5: Simulation results for the two-way robust filter algorithm.

(a) echo signal (b) near-end signal (c) mixed signal for filtering

(d) filtered signal using double precision
floating point number

(e) filtered signal using fixed point number,
integer size = 10, fraction size = 18

Figure 6: Input signal and results of the robust two-way adaptive filter.

(a) fraction size = 10 (b) fraction size = 14 (c) fraction size = 18 (d) fraction size = 54

Figure 7: Performance indicator on the time domain with different fraction size, where integer size is 10.



canceller. A test is performed by providing 224 samples to
the program and measure the time required to finish all the
calculations. The test is carried on a Pentium-4 3.2GHz
machine with 1GB memory, and it takes an average of 17.5
seconds to finish the calculations. Therefore, the software
performance is 224/17.5 = 0.95 million samples per sec-
ond. It shows that the FPGA-based echo-canceller can
achieve 13 times speedup when compared with software
running on a 3.2GHz PC.
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Figure 8: Variation of speedup against the number of robust
two-path adaptive filter instances. The speedup does not
scale linearly with the number of instances.

Instances Speed Slices used Speedup
1 180MHz 17% 13
2 180MHz 35% 26
3 180MHz 44% 39
4 180MHz 52% 52
6 165MHz 86% 72

Table 2: Slices used, maximum frequency and speedup
when implementing multiple instance of the robust filter
on an XC4VSX55-12-FF1148 FPGA chip.

Table 2 summarises the implementation results when
adding more instances of the filter in an XC4VSX55-12-
FF1148 FPGA chip. Figure 8 shows how the number of ro-
bust two-path adaptive filter instances affects the speedup.
Ideally, the speedup would scale linearly with the num-
ber of two-path adaptive filter instances. In practice, the
speedup grows slower than expected while the logic utili-
sation increases because the clock speed of the design de-
teriorates as the number of instances increases. This deteri-
oration is probably due to the increased routing congestion
and delay. A XC4VSX55-12-FF1148 can pack at most 6
instances of the two-path adaptive filter, so the speedup will
be 72 times.

6. Conclusions

This paper proposes a novel hardware architecture for
two-path frequency domain echo cancellation. The pro-
posed echo-canceller is robust against double-talk and is
sufficiently fast in tracking echo path variation for real-time
applications. Also, bitwidth optimisation reduces the cir-
cuit size while maintaining the quality of the result. Mul-
tiple instances of echo-canceller have been packed into an
FPGA to boost the speed of the filter. Current and future
work includes optimisations for reducing power and energy
consumption, and extensions to exploit the reconfigurabil-
ity of FPGAs to support run-time customisation [11] for
adaptive filtering.
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